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Abstract

With the exhaustion of the IPvj addressing space quickly approaching, it has become
a high priority for service providers, enterprises, IP appliances manufacturers, ap-
plication developers, and governments to begin their own deployments of IPv6. A
seamless migration from IPvj to IPv6 is hard to achieve. Therefore several mecha-
nisms are required which ensures smooth, stepwise and independent change to IPV6.
Not only is the transition, integration of IPv6 is also required into the existing net-
works. The solutions (or mechanisms) can be divided into three categories: dual
stack, tunneling and translation. This paper discuss about IPV/ and IPV6 and use
manual transition strategies and automatic of IPV6 and also compare their perfor-
mances to show how these transition strategies affects network behavior. In this
project the Dual-Stack transition mechanism is implemented in GNS3 (Graphical
Network Simulator), using CISCO routers. The operation of this network is viewed
with the help of Iperf. The topology uses Dual-Stack technologies, which can be
observed by capturing the packets in the Client PC.
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1 INTRODUCTION

Internet Protocol version 4 (IPv4) is the current Layer 3 protocol used on the Internet
and most networks. IPv4 has survived for over 30 years and has been an integral part of the
Internet evolution. It was originally described in RFC 760 (January 1980) and obsoleted by
RFC 791 (September 1981). In the early years, even with the advent of the World Wide Web
in the early 1990s, there were only about 16 million users on the Internet worldwide compared
to over 2 billion by 2011 (reference: Internet World Statistics, www.internetworldstats.com).
The actual number of devices increases dramatically when taking into account that todays
users usually have multiple Internet-enabled devices such as smart phones, tablets, and lap-
tops. IPv6 was first invented by Internet Engineering Task Force (IETF) in the mid 1990s
due to the then urgent need to supplement the rapidly diminishing IPv4 addressing space. It
was thought that IPv4 would be totally exhausted therefore a successor was designed.
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With the majority of networks still utilizing IPv4, there are currently no serious motiva-
tional factors to move over to a new method of working when the current provision is still
adequate for the majority of users. The debate has been ongoing for years in terms of whether
IPv6 should be deployed, hence very few migration plans have been made in the industry [1].

This paper first reviews the current worldwide IPv6 deployment, and compares the tech-
nical aspects of the available IPv4-to-IPv6 migration solutions, then discusses the debate on
the demand for IPv6 technology. In the following section, the difficulties and challenges of
IPv4-to-IPv6 migration with dual-stacks simulation will be addressed together with suggested
solutions. Migration strategy will be given as well as proposed decision-making guidelines.
The last section will conclude this paper.

2 TRANSITION MECHANISMS

The transition from IPv4 to IPv6 is not a one-day step and involves a lot of changes
in network structures with the use of IP addresses. For the future success of IPv6, the
next step in deploying IPv6 is to vote for the most suitable transition methods and their
management. Although many kinds of transition mechanisms have been invented to help
with the process, the implementation of IPv6 is never said to be easy and simple, even for
experienced administrators. As a result, the most difficult problem to make decisions for is
which method will be chosen for the implementation process to achieve a smooth and seamless

transition [2].
O
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Figure 1: Different transition technologies (Subramanian 2003)

Therefore, to make decision on the best suited transition methods, it is really important to
have an overview of the current IPv4 networks. In addition, enterprises must analyze needed
functionalities, scalability, and securities in the corporation. Besides, one size does not fit all
and a network can be applied different transition mechanisms together to support a complete
distributed system. In this section, based on the information from the research and literature
review, we would present an overview of some major transition methods as well as relevant
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matter to opt out the best methods for large enterprise networks. Each technique possesses
individual attributes and plays an important part in the transition process. In general, these
techniques can be divided into three categories (figure 1) [3].

2.1 Dual-Stack

However, despite its greatest flexibility, there are still some concerned issues with this
method such as every dual-stack device still requires an IPv4 address; two routing tables must
be maintained in every dual -stacked router; as two stacks must be run at the same time,
additional memory and CPU power will be required; moreover, every network requires its
own routing protocol; supplementary security concepts and rules must be set within firewalls
to be suited to each stack; a DNS with the ability to resolve both IPv4 and IPv6 addresses
is required; finally, all programs must be able to choose the communication over either IPv4
or IPv6, and separate network management commands are required [4].

Application Web, telnet

Transport TCP, UDP

Network

Datalink

Figure 2: The structure of Dual stack model

As presented in figure 2, the dual stack method [5] is implemented in the network layer
for both IPv4 and IPv6. Before transferring the packet to the next layer, the network layer
will choose which one to use based on the information from the data link layer. Large
enterprise networks that are decided to transit to IPv6 can apply the dual stack method as
the basic strategy, which involves the device configuration to be able to utilize IPv4 and IPv6
at the same time on the core routers, perimeter routers, firewalls, server-farm routers, and
desktop access routers. Depending on the response to DNS requests, applications can choose
which protocol to use and this choice can be made in consonance with the type of IP traffic.
Furthermore, hosts can attain both available IPv4 content and IPv6 content. Accordingly,
dual stack mechanism presents a flexible transition strategy.

2.2 Tunneling Transition

IPv6 transition process is tunneling as presented in figure 3 [6]. This is used to transfer
data between compatible networking nodes over incompatible networks. There are two ordi-
nary scenarios to apply tunneling : 1) the allowance of end systems to apply off link transition
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devices in a distributed network, and 2) the act of enabling edge devices in networks to inter-
connect over incompatible networks. Technically speaking, the tunneling technique utilizes
a protocol whose function is to encapsulate the payload between two nodes or end systems.
This encapsulation is carried out at the tunnel entrance and the payload will be decapsulated
at the tunnel exit. This process is known as the definition of tunnel. Up to date, there exist
different tunneling methods such as 6to4, ISATAP, Teredo, DSTM, and 6over4. Tunnels may
be manually configured or automatically configured [7].
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Figure 3: Tunneling transition method

2.3 Translation

Network Address Translation (NAT) is a familiar method in IPv4, commonly used to
translate between private (RFC 1918) addresses and public IPv4 address space. NATG64
transparently provides access between IPv6-only and IPv4-only networks. Address Family
Translation (AFT) or simply translation, provides communications between IPv6-only and
IPv4-only hosts and networks. AFT performs IP header and address translations between
these two network layer Protocols [8]. Translation method model could be seen in figure 4

[9].
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Figure 4: Translation method model
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3 RESULTS AND DISCUSSION

The migration over to IPv6 is a necessity in the long term, but IPv6 is not just about
IP address space - there are some other advantages including long-term cost savings and
better performance. Although transitional approaches are the short-term solution for the
IP protocol evolvement, network implemented with single routing policy is more agile and
flexible with response to network status. If it is difficult for operators to move directly to
native IPv6, then they can go implement transition technologies. As for the IPv6 migration,
currently small countries are ahead of the IPv6 deployment schedule as compared to larger or
more developed countries. Problems arise with hardware differences around the world, and
it would be unfeasible to recommend a change in a short period of time. Awareness needs
to be made before the implementation. One difficulty of this approach is there is no clear
understanding to how long IPv4 will last. Some of the companies and countries are planning
to run migration in their network and then move to native IPv6 when all the applications
and content is available on IPv6. The network diagram in figure 5 shows the Dual-Stack
implemented topology, in which R1, R2, and R3 are three DualStack routers.
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Figure 5: Dual-Stack enabled network

A Dual-Stack is needed when we are in need of connecting IPv6 via IPv4. Dual-Stack
is implemented in this network to achieve connectivity between the IPv6 and IPv4 networks
directly. On this topology uses IPv4 and IPv6 both of side device, its have objective to know
influence QoS.

Iperf and result show in figure 6 shows the Iperf capture made in the Ethernet link between
client (IPv4) and server (IPv6). Iperf worked like PING that use the ICMP message contains
both, IPv4 and IPv6 fields in its packet.

The explanation from the commands are : -c¢ it means as Client PC, 192.168.1.10 its
(IPv4) destination to server, -u for packet type UDP, -b for Bandwidth and 10m for size 10
Megabyte.

The figure 7 shows the Iperf capture made in the Ethernet link between client (IPv6) and
server (IPv4).

The two figure shown have different in Bandwidth and Transfer with size 10 Megabyte in
the same Dual-Stack topology. Need time to process the header when different protocol IP
communicate to destination from source. The main contents to be noted in the IPv4 field are
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B Administrator: Command Prompt = |[-& @

Minimum = 34ms. Maximum = 7Zms. Average = S@ms

Cinriperf3 —c 192.168.1.18 —u -h 18m
Connectlng to host 192_168.1.18, port 5281
a.

4] local 10.18.38.18 port 5?443 connected to 192.168.1.18 port 5281
[ ID]1 Inte: 1 Transfer Bandwidth Total Datagrams
[ 41 sec 1.P8 MBytes 9.83 Mhitsr/sec 138
[ 41 sec 1.20 MBytes 18.8 Mbhits/sec 153
[ 41 sec 1.28 MBytes 18.8 Mbits/sec 153
[ 41 sec 1.19 MBytes 9.95 Mbhitsr sec 152
[ 41 sec 1.20 MBytes 18.8 Mbhits/sec 153
[ 41 sec 1.28 MBytes 1B8.8 Mbits/sec 153
[ 41 sec 1.20 MBytes 18.1 Mhitsrsec 153
[ 4] sec 1.18 MBytes 9.88 Mbitsr/sec 151
[ 41 ec 1.20 MBytes 18.8 Mbits/sec 153
[ 41 sec 1.20 MBytes 1@.1 Mhits-sec 154

[ ID] Interval Transfer Bandwidth Jitter Lost«Total Datag
[ 4] ©.88-10.89@ sec 11.8 MBytes 9.91 Mhitsr/sec 776.444 ms 782,736 (951>
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Figure 6: Iperf capture made in the Ethernet link between client (IPv4) and server (IPv6)
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Figure 7: Iperf capture made in the Ethernet link between client (IPv6) and server (IPv4)

the Protocol Type and the Source and Destination addresses. The Protocol field in the IPv4
header tells the Network layer at the destination host, to which Protocol this packet belongs
to. Protocol represents that we know as the encapsulation and decapsulation process of IPv6
packets inside or outside the IPv4.

4 CONCLUSION

Dual stacking is the preferred solution in many scenarios. The dual-stacked device can
interoperate equally with IPv4 devices, IPv6 devices, and other dual stacked devices. Tunnels
can be created where there are IPv6 islands separated by an IPv4 ocean, which is the norm
during these early stages of the transition to IPv6. To experiment and understand the role
which IPv6 will play in the future, it is necessary for us to develop hands on experience with
the TPv6 technology. Through our effort in creating a Dual-Stack network using GNS3 have
allowed us to develop expertise and become technically competent with IPv6 technology in
an academic environment. It can increase our knowledge towards the IPv4 to IPv6 transition
and migration.
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