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Abstract

DNA computing is relatively a new computing paradigm that uses bio-molecular as
information storage media and biochemical tools as an information processing op-
erators. Hybridization between a DNA sequence and its base-pairing complement is
crucial to retrieve the information stored in DNA sequence and operate a computa-
tion operation in DNA computing. Since DNA reactions are probabilistic reactions,
it can cause different results for the same situation, which can be regarded as error
in computation. To overcome the drawbacks, this paper proposed an Ant Colony Sys-
tem (ACS) thatuses four nodes model to represent four DNA bases. In this model,
the nearest-neighbor thermodynamic parameters Watson-Crick base pair ∆G◦37 is
used as the distance between nodes. Although the results are comparable to other ap-
proaches, the obtained DNA sequences tend to repeat the same pattern in some DNA
bases. In this paper,hierarchical pheromone updating method for ACS is proposed.
The obtained results from new approach were compared with the previous approaches
and show a relative better pattern results.

Keywords : Ant Colony Optimization (ACO), Ant Colony System (ACS), DNA Se-
quence Design, Hierarchical Pheromone Updating Strategy, and Thermodynamic

1 INTRODUCTION

The main objective of DNA sequence design is to prevent mismatch hybridization amongse-
quences in the data set. Avoidance of mismatch hybridisation ensures that the generated DNA
sequences are unique and cannot be hybridised with other sequences. Previousstudies have
proposed a variety of DNA sequence design approaches (Brenneman and Condon, 2002; Shin
et al., 2005) and applicationsof DNA sequence design can be seen in several areas (Hertemink
et al, 1998; Ponchovsky and Ackermann, 2003; Frutos et al., 1997; Feldkamp et al., 2001;
Tanaka et al., 2001; Marathe et al., 1999; Deaton et al., 2002; Zhang and Shin, 1998).
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In Kurniawan et al. (2008), an Ant Colony System (ACS) as a derivative from Ant Colony
Optimization (ACO) which uses four nodes model to represent four DNA bases was proposed
as shown in Figure 1. The ACS uses the nearest-neighbor thermodynamic parameters Watson-
Crick base pair ∆G◦37 as the distance between nodes. Although the results are comparable
to other approaches, the obtained DNA sequences tend to be repeating only in some DNA
bases as shown in Figure 2. This pattern makes a generated DNA Sequence difficult to fulfill
the constraints in DNA Sequence Design Problem. Since the solution is consider as a set of
DNA Sequences, if there are one of DNA sequence in that set fail to fulfill the constraint, the
set of DNA Sequences cannot be accept as a candidate of solution. In order to overcome this
problem, this paper proposed a new pheromone updating strategy. This paper is organized
as follows. In section 2, the DNA sequence design problem is defined and proposed approach
is discussed in detail, Section 3 the sequence generation results are shown and compared with
those of other existing methods and analysis is discussed. In Section 4, conclusion is drawn.

Figure 1: ACS modelling for DNA sequence design problem with thermodynamic value(Kurniawan et
al., 2008)

Figure 2: The obtained result from the previous approach (Kurniawan et al., 2008)
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2 RESEARCH METHODOLOGY

2.1 DNA Sequence Design Problem

In DNA computing, hybridization between a DNA sequence and its base-pairing comple-
ment is the most important factor to retrieve the information stored in DNA sequences and
operate the computation processes. For this reason, the desired set of good DNA sequences,
which have a stableduplex with their complement are more needed. It is also important
to ensure that two sequences are not complement to each other. Non-interacting sequences
should be prohibitive or relatively unstable, compared with any perfectly matched duplex
formed from a DNA sequence and its complement (Brenneman and Condon, 2002).

The objective of the DNA sequence optimizationproblem is basically to obtain a set of
DNA sequences,where each sequence is unique or cannot be hybridizedwith other sequences in
the set. In this paper, theobjective functions and constraints from (Kurniawan et al., 2008)
are used.Two objective functions, namely hmeasure and similarity,are chosen to estimate
the uniqueness of each DNAsequence. Moreover, two additional objective functions,which
are hairpin and continuity, are used in order toprevent secondary structure of a DNA se-
quence.Furthermore, two constraints, which are GCcontentandmelting temperature, are used
to keep uniform chemicalcharacteristics.

DNA sequence optimization is actually a multi-objectiveoptimization problem. However,
the problemis converted into single-objective problem, which canbe formulated as follows:

min f DNA = Σiwifi (1)

where fi is the objective function for each i ∈ {hmeasure , similarity, hairpin, continuity}
and wi is the weight for each fi . In this study, weights are set to one.

2.2 Ant Colony System

Ant colonyoptimization (ACO) is a population-based meta-heuristic for combinatorial
optimization problems. The ACO was inspired by the ability of ants to find the shortest path
between their nest and a source of food. Marco Dorigo introduced ACO in his PhD thesis
(Dorigo, 1992) and applied it to the Traveling Salesman Problem (TSP). It has been applied
to the quadratic assignment problem (Maniezzo et al., 1994),the vehicle routing problem
(Bullnherimer et al., 1999), bin packing, stock cutting (Ducatelle and Levine, 2001) and
RNA secondary structure prediction (McMella, 2006).

Ant Colony System (ACS) is an improved Ant System (AS) (Dorigo, 1992) in three
main aspects: state transition rule, global updating rule, and local pheromone updating rule
(Dorigo and Luca, 1997)The ACS algorithm for DNA Sequence Design Problem can be seen
in (Kurniawan et al., 2008).

2.3 Hierarchical Updating Pheromone in Ant Colony System

Finite state machine as a model for constructing aDNA sequence was proposed by (Kur-
niawan et al., 2008) as shown in Figure3. Since there are only four nodes in the state as
represent a node in DNA, the tour will visit a node repeatedly. Furthermore, the pheromone
in some path will become higher than others as shown in Figure 4. This will cause the tour
tend to choose these path and the DNA sequence obtained from this tour will have pattern
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Table 1: Comparison Results of Proposed Approach and result of previous work (Kurniawan et al.,
2008)

Sequence continuity hairpin hmeasure similarity

[Previous work (Kurniawan et al., 2008)]

GCGAAGATGGTCTATATCGG 0 0 102 71

ATCCTCTCTCCTAACGCAAG 0 0 82 86

CTCTCTCCTCCTAATCCACA 0 0 69 91

GCATAACTCTCCGGACCTAT 0 0 85 80

GGCTTGCTATCGATCTGATG 0 0 95 78

TTCGACTCTTGAATACGCGC 0 0 98 79

ACTACACCTCCTCTTATGCC 0 0 80 88

Total 0 0 611 573

Average 0 0 87.29 81.86

[Proposed approach / Hierarchical pheromone updating]

ACTAGCGACCGGATGATTAC 0 0 80 64

TCTACTACTCTACTCCGGCA 0 0 80 66

CGTAGCACCTTGCATTGATC 0 0 81 67

CGACGTACGAGTATGATCTC 0 0 82 64

GATGCGATAGAGATCTACGC 0 0 88 68

CCGACTGAATTGACGACTGA 0 0 83 66

GTGGAGAACAGGCTTATGAG 0 0 86 66

Total 0 0 580 461

Average 0 0 82.86 65.86

repeating in some DNA bases only as shown in Figure 2 and the DNA sequences willdifficult
to satisfy the constraints GC-content and Tm.

In order to overcome these problems, a hierarchical pheromone updating technique is
proposed as shown in Figure 5. Instead having a single set node of DNA for a single run, this
model has a set of node of a DNA for each level of construction process. For every level state
transition in ACS mechanism, there is a set of DNA paths that can be chosen based on their
own pheromone and not to choose node in same level.

Figure 3: Finite state machine as a model for constructing a DNA Sequence(Kurniawan et al., 2008)

Figure 5 illustrates that in order to generate 20mer of DNA Sequence, there are 20 levels
where each level has a set of node of DNAs. For each level, there are four nodes, where
each node has four different paths that link to the other node in the next level. Each node
in same level is not connected by any paths for interconnection.Therefore, each node in the
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Figure 4: The paths of ACS model for DNA Sequence Problem and their pheromone for each
path(Kurniawan et al., 2008

Figure 5: The Proposed Model, Hierarchical Updating Pheromone in ACS for DNA Sequence Design
Problem

same level cannot be traversal to each other. This mechanism ensures that the pheromone
will be updated with different path for each level of sequence.

Figure 6: Average fitness comparison results between hierarchical pheromone updating and previous
work (Kurniawan et al., 2008)

3 RESULTS AND DISCUSSION

The sequences obtained from the proposed approach arecompared with the sequences
generated by different methods.For comparison purposes,each of the compared methods runs
300 times and the results obtained arereported based on a same parameters reported in
(Kurniawan et al., 2008).

The comparison results between ourresults obtained from proposed approach with result
obtainedfrom previous work (Kurniawan et al., 2008) are shown in Table 1 and Fig 6. Since
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Table 2: Comparison Number of failed DNA Sequences
Approach # Satisfy # Not Satisfy Total(300 x 7)

Hierarchical Pheromone Updating 1955(93.10%) 145 (6.90%) 2100

Pervious work (Kurniawan et al., 2008) 1034 (49.24%) 1066(50.76%) 2100

this optimization process is about finding the minimum values for the objective function, the
smallest value will be the best result. On the other hand, since the multi-objective problem
is converted into a single objective problem, the overall results reported in this paper are by
the total objective values. Table 1 and Fig 6 show that the new proposed approach obtained
a much lower total objective values than the previous work(Kurniawan et al., 2008). The
new proposed methodacquires lower similarityand hmeasure objective and the pattern shows
that there are not repeating nodes in the solutions.

Further experiment has been conducted by collecting DNA sequencesthat were not able
to satisfy the constraints. The collected sequences from two compared methods are shown in
Table 2.The experiments runs for 300 iterationsand for each iteration generates 7 sequences.
Thus, 21,000 DNA sequences were generated for each method. Table 2 tabulates the results
obtained from the experiments shows that the proposed method has smaller value (6.90%)
for not satisfying the DNA Sequenceconstraints compared to previous works (50.76%). The
results shows that the new method has better opportunity to get a better solutions.

4 CONCLUSION

A new method called Hierarchical Pheromone Updating Mechanism for ACS in Design-
ing DNA is proposed and implemented with four objective functions: hmeasure, similarity,
continuity, and hairpin and two constraints: GC-content and melting temperature. The DNA
sequences obtained from the proposed method were compared with the resultsreported in
(Kurniawan et al., 2008). The results show that new method can generate better DNA se-
quences where there are no repeated pattern of nodes and get more chance to satisfy the
constraints in order to obtain better results in term of hmeasure and similarity objective.
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